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About me

✤ Researcher at IBM T.J. Watson Research Center in New York. HealthCare 
Analytics Group.

✤ Currently, on an assignment at IBM India Research Lab, New Delhi.

✤ Research: Machine leaning, Visual-analytics, data science, 
computational healthcare and genomics, mathematics.

✤ Advising and consulting: Data science machine learning, hiring and 
team building, teaching and speaking. 

✤ Previous: Computational Genomics at Cornell University, pure 
mathematics at Kansas State University, theoretical physics at 
Cambridge University, TIFR, and JNCASR.

✤ Reach me: @januverma 



Need for data driven healthcare

✤ Annual Healthcare spending in the US > $3 trillion and is increasing 
sharply at an unsustainable rate. 5% of GDP in 1960 to 17% in 2015.

US budget on healthcare
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✤ A big part of spending ($600M) is the treatments that are are totally 
ineffective or cause adverse reactions. 

✤ Healthcare providers rely on standard-of-care-average-patient treatment, 
something that  works for one patient may not work for others, 
especially patients with other comorbidities. Each patient is different!

✤ Healthcare systems are still not very efficient and slow. Early detection 
can save lives!! 

✤ Lot of admissions, readmissions, ER visits are preventable.

✤ Enormous cost for developing and testing new drugs. 











“The best minds of my generation are thinking about how to 
make people click ads. That sucks.” 

–Jeff Hammerbacher,

Lead first ever data team at Facebook,

Co-coined the term ‘data scientist’,

Cofounder Cloudera,

Genomics Scientist at Mount Sinai Hospital, NY
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✤ Understand how disease progress over time.



Data
✤ Vast amount of data of various forms has been collected over the years. 

✤ Adoption of Electronic medical records (EMRs) instead of paper records by healthcare 
providers in 2009. This includes demographic, personal and family history, current 
and past treatments, history of allergic reactions, vaccination records, laboratory test 
results, imaging results, doctors notes etc.

✤  Claims data by insurance providers. 

✤ Drugs: chemical data, clinical trails, biological pathways, adverse reactions etc.

✤ Gene expression data, DNA sequence data, proteomics, and metabolomics.

✤ Vast literature available.

✤ Online communities, social media, discussion forums.

✤ Wearable devices - activities, sleep, heart rate etc.

✤ Human behavioural data.





Data Driven Healthcare

✤ Presents an unprecedented opportunity for data scientists, machine 
learning researchers, statisticians,  software developers.

✤ At IBM, we do research at the interface of data science and healthcare 
incorporating machine learning, statistical analysis, visual-analytics, 
genomics, 

✤ Data: Numerical, ordinal, boolean, temporal, sequential, textual, 
images, bio-chemical …. 

✤ My research touches on each of these avenues. Largely, machine 
learning applications and visual-analytics to understand the models. 



“Goal is not to remove the clinical experts from the loop but 
work with them, help them understand the vast amount of 

data, build tools that they can use and make better decisions. 
Towards a human-in-the-loop analysis.” 





Event Sequence Mining
✤ EMRs contain all the medical history of patients which can be seen 

as a temporal event sequence.



✤ Question: Can we apply machine learning and data mining to 
patient record sequences to automatically discover care 
pathways?

✤ This helps to - 

✤ Understand how diseases progress over time.

✤ Understand the effects of interventions.

✤ Identify subgroups of patients based on temporal patterns.

✤ Feature extraction for machine learning.

✤ We want to be able to extract most informative subsequences in 
cohort with respect to the outcomes. 



Temporal sequence mining
✤ The standard sequence mining algorithms are not very effective in 

this case due to:

✤ The large scale of the data - too many patients and sequences.

✤ Huge number of events.

✤ Temporality in data.

✤ Inability to associate the sequences with the outcomes.

✤ Non-uniformity in the gap between two events.

✤ Concurrency of events.

✤ Hierarchy of events.



“A novel sequence mining algorithm for this case, and a visual-analytical 
system that a physician can use to navigate through the large number of 

pathways to reach at a meaningful hypothesis.” 







•  The radius of the circle corresponds to the number of patients that have the event in 
their sequence.

•  The circles are coloured according to a category of the event according to the ICD-9  
International Classification of Diseases for clinical events.

•  The edges represent the co-occurrence of the the events in patients, the thickness of 
the edge corresponds to the frequency of co-occurrence.

•   User can click on any of the nodes of the edges to filter the other panels accordingly.





Drug Discovery



Drug Adverse Reactions

✤ Adverse drug reactions (ADRs) are the clinical conditions 
resulted from taking medications at normal doses 

✤ They cause 700,000 emergency department visits and 120,000 
hospitalizations per year and are one of the major causes of 
death among hospitalized patients 

✤ Very important to be able to predict the ADRs for drugs even in 
the early development stage 

✤ A challenging problem is to build machine learning model to 
predict the adverse reactions for the drug.



ML model for ADR prediction

✤ Use publicly available known ADR information for drugs as the training data.

✤ Data munging and expert advice to prepare training data with strong 
evidence of drug-ADR relation.

✤ Features: 881 structural descriptors.

✤ Train machine learning model and use it for prediction of new drug-ADR 
pairs. 

✤ Also important is understanding of statistics to be able to access significance 
of the association. (STATS!!)



https://pubchem.ncbi.nlm.nih.gov/compound/glycerol#section=Top
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Biological support for the ML model
✤ Biological interpretation and understanding of machine learning based 

predictive models are highly desirable in healthcare analytics. Why should 
we trust a black-box model ??? 

✤ DrugPathSeeker, a novel interactive user interface that integrates the 
machine learning model, database query API, statistical analysis, and 
visualization for exploring and understanding of the association between 
drugs and ADRs. 

✤ Idea: The gene pathways of action of the drugs and those of ADRs hold 
biological information about how drugs and ADRs interact with human 
body. They can be exploited for better understanding of the mechanism of 
action of the Drug-ADR association.

✤ This gives a method to generate a hypothesis of underlying mechanism of 
action between drugs and ADRs.





Text Classification

✤ International Conference on Healthcare Informatics (ICHI) 2016 data 
challenge.

✤ Data: Real messages on healthcare forums.

✤ Two different data files were provided in tab separated format for 
training and testing, respectively. The training data has 8000 messages 
each with the title text, contents text, and a category. The challenge 
provided seven different types of categories (tags)  - Demographic, 
Disease, Social, Family, Treatment, Pregnancy, Goal-oriented. 

✤ Goal: Classify the messages into appropriate categories.

✤ Our solution won the challenge with first prize.



Model

✤ Extract textual features from the titles and the contents 
of the messages i.e. tf-idf vectors for the n-grams and 
word2vec representation for the words in the text.

✤ We used pre-trained word2vec from Google. 

✤ Model is an ensemble of the Support Vector Machine 
(SVM) on tf-idf vectors and a Convolution Neural 
Network (CNN) on the word2vecs.





“Thank you!” 


